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ABSTRACT

We investigate age-specific mortality in Britain and the United States since 1950. Neither trends in income nor in income inequality provide plausible explanations. Britain and the US had different patterns of income growth but similar patterns of mortality decline. Patterns of income inequality were similar in both countries, but adult and elderly mortality rates declined most rapidly during the period when inequality increased. Changes in the rate of mortality decline in the US led changes in Britain by about four years, most notably for infant and older adult mortality where there have been significant technical improvements in treatment. British mortality is lower, but the schedules cross at around age 65. This pattern was established before Medicare, and most likely comes from rationing by age in Britain. Merged income, income inequality, and mortality data on an age/year (or cohort/year) basis show no evidence that income has any effect on mortality in Britain. Education is protective, but less so than in the US. Understanding the effect of income on mortality presents many puzzles, between countries, and between analyses at different levels of aggregation. Our results suggest an important role for medical technology in determining the rate of mortality decline since 1950.
1. Introduction

This paper is concerned with the time-series patterns of mortality, income, and income inequality in the United States and in Britain. One starting point is Deaton and Paxson (2001), in which we used pooled time-series and cross-sectional data from the US to estimate a strong protective effect of income across birth cohorts that closely matched estimates from individual-level data from the National Longitudinal Mortality Study. We found no evidence for the proposition that year and age-specific income inequality is a health hazard; indeed, our regressions found protective effects of higher inequality, essentially because for adults aged 35 and over in the US, mortality declined more rapidly during the period of rapid increase in income inequality in the 1980s than it did in the 1970s, before income inequality began to increase.

In this paper, we extend our analysis to British data, and to a comparative examination of the British and American mortality experience, over time, and across age groups. The comparison between the two countries is interesting in part because of the different systems of health care, one country with universal, albeit often rationed, coverage, and the other with largely private provision until Medicare at age 65. Comparative analysis is also useful because there are both similarities and differences in patterns of income in the two countries. Although changes in income inequality are similar in Britain and the US, patterns of income growth are not. According to purchasing power parity estimates, incomes are higher in the US than in Britain, but, in recent years, real incomes have been growing more rapidly in Britain. Both countries experienced historically large increases in income inequality in the 1980s.
Section 2 presents an examination of the patterns of income, income inequality and mortality in the two countries over the last half century. Section 3 is concerned with a age-specific and time-series analysis of mortality and income in Britain, and with the comparison of the results with those from the US.

2. Patterns of mortality in Britain and the US since 1950

We begin our discussion with an examination of changes in mortality in the US and in Britain over the period 1950 to 2000, particularly in relation to changes in income and income inequality. In this section, we rely entirely on graphical analysis. Figure 1 shows the data on income and income inequality. The top panels show measures of real income in the two countries, and the bottom panels measures of income inequality. The two panels on the left are for the UK, and the two panels on the right are for the US. The top left panel shows two indicators of real income, both taken from the UK National Statistics website (http://www.statistics.gov.uk/). The lower curve shows real personal disposable income in pounds per capita at 1999 prices; this series is taken from the national income and product accounts. The upper curve, available for a shorter time period, and calculated from survey data, shows median household disposable income. Apart from the different methodologies, and the fact that households typically contain more than one person, the two series show similar business cycle and trend behavior over the period when both are available.

Data on income inequality are more controversial than data on income levels. There are many different estimates of the gini coefficient of income inequality in the UK, differing by concept and by source. The earlier gini coefficient shown in the bottom left panel, gini (a), comes from
Deininger and Squire (1995). This series is identical to that reported in Goodman and Webb (1993) and Gottschalk and Smeeding (1997), and is one of the several series reported in Brandolini (1998) and Atkinson and Brandolini (2001). We also show a more recent series, gini (b), produced by the Institute for Fiscal Studies in London, and supplied to us by James Banks, see http://www.ifs.org.uk/election/ebn4.pdf. (A range of gini coefficients for the UK is given by Brandolini (1998). Although the series differ among themselves and with the gini coefficients shown in Figure 1, the pattern we are about to describe is consistent with the full range of data.) Income inequality in Britain changed relatively little until the early 1970s, though there is some evidence of a narrowing of inequalities during the Second World War. During the 1970s, income inequality seems to have declined, after which, from about 1978, there was a rapid increase. By about 1985, the decline of the early 70s had been undone, and the rate of growth of income inequality accelerated. Depending on the time frame, it is therefore possible to date the beginning of the increase from either the late 70s, or from the mid 1980s. By 1990, the increase appears to have stopped, and income inequality did not increase during the 1990s, remaining at the high level established by 1990.

Given the lack of movement in income inequality in Britain until the 1970s, we can safely suppose that median incomes tracked mean incomes before the early 1970s. We can therefore conclude from the top left panel that median real income growth was somewhat faster after the early 1970s than before it. As we shall see, this is in sharp contrast to what happened in the United States, and this lack of any slowdown in British income growth will play an important role in our interpretation of the mortality data.
The right-hand panels of Figure 1 show the income and income inequality data for the United States. On the top panel we present the US Census Bureau’s estimate of real median family income, in 1999 dollars. The Census Bureau also publishes official estimates of the gini coefficient based on (partly unpublished) survey data from the Current Population Survey. These numbers, for both families and households (which can contain unrelated individuals) are shown in the lower left-hand panel. Both series have discontinuities between 1992 and 1993. The Census Bureau changed its questionnaires between those years, allowing a higher top value of income to be reported, and is unable to estimate how much of the change between 1992 and 1993 is real, see Jones and Weinberg (2000).

The experience of income inequality in the US is remarkably similar to that in the UK. Until the mid-1970s, there is little perceptible trend, though perhaps some narrowing. After 1972, income inequality increases, with the rate of increase accelerating in the mid-1980s. If we were to extrapolate across the breaks in the series, the increase goes on into the 1990s. However, it is also possible that the two detached arms should be lowered on to the earlier series, in which case, as in Britain, there is little or no increase in income inequality in the 1990s. In any case, there is no increase except across the disputed years 1992 and 1993.

Median incomes behave as the mirror image of income inequality. Prior to 1972, there was steady growth in real family incomes, and inequality, though varying from year to year, showed no trend. After 1972, the situation was reversed, with little growth in real median family incomes, and a rapid growth in income inequality. In the 1990s, and especially if we discount the apparent increase in income inequality, the earlier pattern appears to have resumed, with real growth in incomes and stable income inequality, albeit at a higher level than in the 1950s and 1960s.
The different patterns of income growth in the two countries, and the similar patterns of income inequality, provide a useful background within which to examine how long term patterns of income and inequality growth have conditioned changes in mortality.

Figure 2 turns to the mortality data, beginning with infant mortality rates. Mortality data for England and Wales are available from 1851 to 1998 and come from the UK’s Government Actuaries Department, see [http://www.gad.gov.uk/b2/b2div6.htm#life](http://www.gad.gov.uk/b2/b2div6.htm#life) for information about obtaining the data. For infant mortality, we have merged in more recent data from the National Statistics website. Mortality data for the US are taken from the Berkeley Mortality Database at [http://www.demog.berkeley.edu/wilmoth/mortality/](http://www.demog.berkeley.edu/wilmoth/mortality/).

Although infant mortality is not our main concern here, it is a useful starting point, because of its place in the previous literature, because it is likely to respond more rapidly than adult mortality to changes in the environment including any effects of income and income inequality, and because it will illustrate several of the themes that will recur in the discussion of mortality among adults and the elderly. In his 1996 book, *Unhealthy Societies*, Richard Wilkinson implicates the rise of income inequality in Britain in infant mortality, arguing that mortality rates fell less rapidly after 1985 than would have been the case had income inequality remained constant. Figure 5.10 of Wilkinson (1996, page 97) plots a time series of mortality, not only of infants, but also of children and young adults, and shows that the sum of age-adjusted mortality rates fell less rapidly after 1985 than it did in the decade from 1975 to 1985. A good deal of the effect comes from changes in infant mortality, and the top panel of Figure 2 replicates Wilkinson’s analysis using the log odds of mortality. We fit a regression line to the data from 1975 to 1985, and plot the predicted values together with the full series from 1950 to 1999. After 1985, when income inequality was
increasing in earnest, the infant mortality rate was indeed above the 1975 to 1985 trend. Note however that 1975 to 1985 saw the most rapid decrease in the post war period, and that the decline was also relatively slow, not only after 1985, but also prior to 1975, when income inequality showed no upward trend. Note also that there has been no resumption of the more rapid downward trend in the years after 1990 when inequality stopped increasing, indeed rather the reverse. So the case against income inequality is less than overwhelming, although it is true that the ten-year trend in infant mortality decline in Britain was broken around 1985, at the time that income inequality began to rise most rapidly.

A similar analysis for the US is shown in the bottom panel of Figure 2. The graphs for the two countries show marked similarities, with two periods of relatively slow decline bracketing a period of more rapid decline. In the US, the period of rapid decline is earlier than in the UK and lasts rather longer; it starts about 1965 and ends around 1980. Once again, the second period of slower decline (although not the first) coincides with the period of rapid inequality increase. And once again, there is no inequality episode to match the earlier period of slow decline, nor are there any signs of a return to more rapid progress after inequality stopped growing.

If we take the two countries together, there is no obvious link between infant mortality and the long-term growth in incomes. The pre- and post-1972 histories of real income are quite different in the two countries yet their mortality experiences are similar, albeit with some differences in timing. Furthermore, the rapid mortality decline in the US from 1965 to 1980 continued unabated notwithstanding the halt in the growth of real median family income after 1972. Instead, the most obvious feature of the two graphs is their similarity, especially if the British data are matched against lags of the American data. Indeed, if the British series is
regressed on the contemporaneous and four lagged values of the American series, only the fourth lag is significantly different from zero, and it attracts a coefficient of 0.98. A regression of British infant mortality on the fourth lag of American mortality, with a coefficient of unity, cannot be rejected against the alternative with current American mortality and all four lags. Such evidence is suggestive, not of any simple link between mortality, income, and income inequality, but rather of the importance of technological change, with technological innovations first appearing in the US and reaching Britain with about a four year lag.

Figure 3 shows plots of the log odds of mortality for England and Wales by 5 year age groups from 20–24 to 65–69. Females are shown on the left and males on the right, both drawn on the same scale. The top panels are for the younger groups, from 20–24 through to 40–44, and the bottom panels for the age groups from 45–49 through to 65–69. The mortality experience among those aged 70 and above is not shown here (but see Figure 6); its behavior over time is similar to the mortality rates of those aged 65 to 69. It is important to look at younger and older groups separately, and also at males and females separately, because mortality of the four groups behaves quite differently. This differentiation by age is also an important reason for differentiating income and income inequality by age, which is one of the main motivations for our work on cohorts in section 3.

Men always have higher mortality rates than women in the same age group. This is particularly true for young men under 30. However, the most important difference between the younger and older groups, between the top and bottom panels, is in the behavior of their mortality rates over time. The younger groups, like infants in Figure 2, have more rapid mortality decline in the early years, before 1970, and much less rapid mortality declines—and in some cases (young
men and the youngest women) even mortality *increases*—in the later years. The story is quite different for age groups over 40. There is a steady decline in mortality throughout the period, and the trend *accelerates* after the early 1970s. The acceleration in mortality decline is more pronounced for older and middle-aged men than for women, and more rapid among middle-aged than older women. The transition from the “young” pattern of deceleration to the “older” pattern of acceleration takes place gradually over age groups. In males aged from 35 to 44, for example, we see evidence of both patterns, with the acceleration setting in and then being reversed at the end of the period.

Whatever is the cause of these patterns, income inequality is an unlikely candidate, unless there is some *ex ante* reason to suppose that the young are more affected than the middle-aged and the elderly. Otherwise, the pattern of mortality and income inequality is wrong for those over 40, just as it is right for the younger groups and for the infant mortality rate. Deaths from AIDS account for almost all of the increase in mortality rates among young men and of the elimination of mortality decline among the youngest groups of women. It is unclear that the AIDS epidemic would have been very different had there been no increase in income inequality.

Figure 4 shows mortality rates by age for men and women in the United States, using the same format as in Figure 3. As was the case with the infant mortality rates, there are marked similarities between the British and American experiences, though once again there are important differences in timing. The elimination of the decline in mortality rates among younger age groups, and its subsequent reversal, are more pronounced in the American data. Rising mortality rates among the youngest groups are more common, and are apparent even in the 40–44 age group of men. In the older groups, we see the same acceleration in mortality decline as in Britain. As
Before, it is more pronounced among men than among women, and more apparent for middle-aged women than for those aged over 60.

Because the pattern of income inequality in the US is so similar to that in Britain, income inequality is no more likely a cause of the American patterns than it is of the British ones. The American data also help us cast a good deal of doubt on the hypothesis that income is the main driving force behind mortality decline. The productivity slowdown in the US, and its associated decline in the rate of growth of real median incomes, is almost coincident with the acceleration in mortality decline among the middle-aged and elderly. Although it is undoubtedly possible to muddy the waters by thinking about income operating at a lag, perhaps of many years, any simple story is precluded by the fact that the histories of income growth and mortality decline both break into two prolonged and sharply different periods, and that the associations over these two periods are precisely the wrong way round.

If the mortality patterns are not driven by income and income inequality, what are their causes? There are many competing explanations. The differences between men and women may have something to do with their different histories of smoking, with women taking up the habit later than men, and with the long lags between smoking and its health consequences in heart disease and lung cancer. There was a worldwide decrease in coronary heart disease from the early 1970s, which one line of thought takes as evidence for the (co-)involvement of an infectious agent (*chlamydia pneumoniae*); for reviews and evidence against see Wald et. al. 2000 and Danesh et.al. 2000. The decline may instead have been due to major technical improvements in the treatment of heart disease, particularly the spread of angioplasty and of coronary by-pass grafts, as well as the increased use of drugs including aspirin and clot-busters.
The role of medical technology in mortality decline is clarified by direct comparison of the British and American experiences. These are provided in Figure 5 for infant mortality and for middle-aged adults, and for the elderly in Figure 6. As always, we disaggregate by sex, and here show selected five year age groups. With the exception of 1950 and 1951 for infant mortality, American mortality rates are higher than British mortality rates up to age 65. For the elderly, mortality rates are higher in the UK. Aside from their levels, and as was the case for infant mortality, the development of mortality rates over time is similar in the two countries, though once again developments in the US—particularly the acceleration in mortality decline around 1970, and its more recent slowing—appear to lead the same developments in Britain. This evidence further serves to strengthen the supposition that variations in the rate of decline in these mortality rates is driven, not by income or income inequality, but by technological change, much of which is first implemented in the US and is subsequently transmitted to Britain. For the middle-aged groups, from ages 45 through to 60, and for both men and women, we replicate the result that we found for infant mortality, that in a regression of British on contemporaneous and four lags of American mortality rates, the fourth lag has a coefficient close to unity, while the contemporaneous and earlier lags are insignificantly different from zero.

Although it appears to benefit from technical progress first, the US has higher levels of mortality than Britain. One obvious explanation is the more or less universal access to health care in Britain than in the US, a hypothesis that might seem to be further supported by the cross-over after age 65, at which point most Americans are covered by Medicare. According to this story, the elderly in the US have the best of both worlds, with both good access and superior technology. The superior technology in the US benefits younger Americans less because of limited
access. While there may be some truth in this account, it faces two immediate problems. First, the
difference between British and American mortality rates is steadily diminishing with age. Although
the cross-over takes place around age 65, the graphs for those aged 55 to 59 are closer than those
aged from 45 to 49. Similarly, after the crossover has taken place, the gap between elderly
Americans and elderly Britons goes on increasing with age. Although exposure to better
technology may plausibly have an effect that cumulates with age, it is hard to see why age should
narrow the gap prior to the availability of Medicare. The second problem with the access story is
that the differences between British and American mortality rates do not seem to have changed
after the introduction of Medicare in the late 1960s. The pattern of relative mortality by age was
established prior to the introduction of Medicare.

A more satisfactory account of relative mortality in the two countries recognizes the benefits
of universal access, but notes the low levels of health-care financing in Britain, not only relative to
the US, but also relative to other OECD countries, see for example Gerdtham and Jönsson
(2000, Table 1). The consequent rationing of health care in Britain is in many cases based on age,
with the elderly (sometimes including people in their 50s) frequently denied access to expensive
technologies from which they are likely to benefit, kidney dialysis being only the clearest example,
see Aaron and Schwartz (1984). As Aaron and Schwartz also make clear, there are great
differences in the way that new technologies are introduced in the two countries. In the
competitive health-care industry in the US, there is great pressure to adopt new technologies as
soon as they are feasible, essentially irrespective of cost. This certainly happened with the
technologies that are important for the mortality changes discussed in this paper, the construction
of neonatal facilities for low birth-weight babies, and the adoption of angioplasty and by-pass
surgery. In Britain, by contrast, with its centralized National Health Service, expensive new
technologies cannot be adopted without central government approval, which needs to wait for
demonstrated effectiveness and the release of funding. Even then, access to the technologies is
restricted, especially by age. These differences in institutional structure generate about a four year
lag between the introduction of expensive new technologies in the US and in Britain, and this
provides us with the opportunity to assess the effects of these technological changes on mortality.

We should note that our analysis, although helping to explain the patterns in the data, is silent
on the relative merits of the two systems. Although the American system generates lower
mortality rates at higher ages, the increases in life-expectancy will sometimes be small, and the
cost very great. The British system spends relatively little, and has higher life-expectancy at birth.

3. Age specific mortality, incomes, and income inequality

3.1 Summary of previous work

We begin with a brief summary of the theory that motivated our earlier empirical work in Deaton
and Paxson (2001). In that paper, we examined the extent to which income is protective against
mortality, and whether income inequality is associated with higher mortality. Our starting point
was a simple model in which each person’s health status \( h \) is assumed to be a function of his or
her income \( y \) relative to the average income of those in the person’s reference group \( z \).
Assuming a linear relationship between health and (the logarithm of) income, the expected value
of health conditional on \( y \) and \( z \) is:

\[
E(h|y, z) = \alpha + \beta(y - z). \tag{1}
\]
The reference group could be defined by geography or other characteristics. If \( z \) is a fixed number for all individuals, then (1) collapses to a model in which health is determined solely by own-income.

Equation (1) has several implications for the relationship between health, income, and income inequality. First, given that reference groups are not observable, (1) is not estimable. Instead, we must work with the expectation of health conditional on own income. Assuming that \( y \) and \( z \) are jointly normal, this conditional expectation can be expressed as:

\[
E(h \mid y) = \alpha \frac{\beta \sigma_e^2}{\sigma_z^2} (y - \mu) + \beta (y - \mu)
\]

where the marginal distribution of \( z \) is assumed to be \( N(\mu, \sigma_z^2) \) and the distribution of \( y \) conditional on \( z \) is \( N(z, \sigma_e^2) \), so that \( \sigma_e^2 \) and \( \sigma_z^2 \) are measures of within reference group and between reference group inequality.

Two main conclusions are drawn from (2). First, if the reference group model is correct, estimates of \( \beta' \) will differ from \( \beta \), with the extent of the bias a function of the relative sizes of the within and between group variances. If within-reference group inequality is small, then individual income is a poor measure of relative income, and the estimated income gradient in health will be small. If, on the other hand, within-reference group inequality is large relative to between reference group inequality—which might be the case if reference groups are defined by large geographical areas, entire birth cohorts, or by entire populations of countries—then \( \beta' \) will be close to \( \beta \).

The second conclusion is that models in which health is determined by relative income do not necessarily imply that inequality will be harmful to health. In (2), inequality affects the slope of the
gradient, but does not appear as a separate determinant of health outcomes. This result is driven by the assumption that individuals compare themselves to the mean income level in the reference group. If, instead, what matters is income relative to income at the top of the distribution within the reference group, a mean-preserving spread in income will harm the health of all those with incomes below the top of the distribution. Although this assumption delivers the result that inequality is harmful to health, other assumptions and outcomes are possible. For example, if rank within the reference group is what matters for health, then changes in inequality will not increase or reduce health (given income). Likewise, if what matters is income relative to the lowest income within the reference group, then mean-preserving spreads in income will improve health of all but the poorest.

In our American and British work, we estimate models that relate the mortality experiences of birth cohorts to income and income inequality within the cohort. Since we work on a year by year basis, our procedures are also equivalent to working with people at a given age in a given year. Aggregation within cohorts (or age groups) can introduce a relationship between mortality and inequality even if there is no relationship at the individual level. By Jensen’s inequality, if health is increasing but concave in income (or, conversely, if the relationship between the probability of mortality and income is decreasing but convex), then a mean-preserving spread in within-cohort income will reduce average health. Aggregation to the cohort level also has implications for the slope of the gradient. If reference groups lie “within” cohorts—so that what matters for health is own income relative to income of some group of individuals born in the same year—then aggregation will annihilate the relationship between health and income. On the other hand, if reference groups cut across cohorts, then estimation using the aggregated data will provide
information on the gradient — although the slope of the gradient may be attenuated as in (2). These points are discussed in more detail in Deaton and Paxson (2001).

3.2 Data

In the following section we extend our earlier work on mortality, income and income inequality from the United States to Britain, or more precisely to England and Wales. (Britain is England and Wales plus Scotland; the UK is Britain plus Northern Ireland.) Income measures are drawn from the 1971-1998 rounds of the British Family Expenditure Survey (FES). The FES has information on households in England, Wales, Scotland, and Northern Ireland. We excluded households from Scotland and Northern Ireland so as to match the income to the mortality data.

As in the American work, we combine the mortality and income data together at the level of the birth-cohort in each year, or equivalently, on an age/year basis. We restrict our analysis to groups of individuals aged 25 to 85. There are approximately 11,000 observations on individuals (both men and women) in this age range in any single survey year of the FES, and there are on average 85 observations within each cohort-age-gender cell. The FES is used to compute averages (or medians, variances, etc.) of income and education variables for each cohort-age-gender cell. These data are then merged with the mortality data by cohort, age and gender. When the two data sources are combined, we are left with individuals born from 1886 (aged 85 in 1971) to 1973 (aged 25 in 1998). For a small number of birth cohorts at some advanced ages, there are no individuals in the FES. Our final data set upon merging consists of 1680 cohort-age cells for men and 1706 cohort-age cells for women.
Our income measure is normal gross weekly household income. We adjust for household size by dividing income by the number of “adult equivalents” in the household, where children under the age of 18 count as half of an adult. In most of our analyses we use the average of the logarithm of income per adult equivalent as our measure of resources. For measures of dispersion we use the gini coefficient and the variance of the logarithm of income per adult equivalent. The education variables we use require discussion. From 1978, the FES has information on the age at which the individual left full-time schooling. We convert this to years of schooling by assuming that education starts at age 5. There were a small number of cases of individuals who reporting finishing full-time schooling after the age of 25 (with one 72-year-old reporting that full-time schooling did not end until age 52.) In these cases we restricted our measure of years of schooling to 20. Because information on education was not available prior to 1978, our sample period is 1978-1998 when we use information on education.

The FES also contains some information on tobacco use, which is an important determinant of health. The FES does not directly ask respondents if they currently smoke, nor does it collect any information on smoking history. However, it does collect individual-level data on tobacco purchases during the reference period. We construct an indicator for smoking which is set to one if the individual purchased any tobacco. This smoking measure is far from perfect. Individuals may purchase tobacco for others, or have it purchased for them. In addition, there is evidence that tobacco purchases in the FES are under-reported (Goodman and Webb, 1999.) Finally, previous as well as current tobacco use may affect mortality. These factors are likely to attenuate our estimates of the relationship between tobacco and mortality. Nevertheless, when looking at the
influence of income on mortality, it is useful to be able to control for tobacco use, albeit imperfectly.

In many of the results that follow, we contrast British results with results from the US, drawn from Deaton and Paxson (2001.) The US data are constructed in the same way as the British data. The mortality data are from the Berkeley mortality data base and the income information is calculated from the 1976-1996 waves of the March *Current Population Survey*. The variable definitions are similar, with a few small exceptions. One is that income is annual before-tax household income, rather than normal gross weekly household income. Another is that schooling is based on questions about the grade level attained rather than the age at which schooling was completed. Further details on the data from the U.S. are provided in Deaton and Paxson (2001.)

3.3 An empirical formulation

There are several possible ways of using age/year data to examine the effects of income and income inequality on mortality. An important requirement for a suitable empirical model is that age and time trends be flexibly incorporated, so that their effects are not inappropriately projected on to the income variables. Beyond age 20 or so, mortality increases monotonically with age. Income inequality also increases with age, and income has the characteristic life-cycle pattern of increase and decline. If age-specific mortality is not flexibly modeled, there is a danger that we ascribe some of the effects of age to income or income inequality. Similar arguments apply to time trends. Mortality has a background underlying downward trend, and it makes little sense to spuriously match this to the trends in income and income inequality.

To avoid these difficulties, we start from the specification:
\[
\ln o_{at} = \beta_0 + \beta_1 t + \alpha_a + \gamma_{at} + \varepsilon_{at}
\]  
(3)

where \( \ln o_{at} \) is the log odds of mortality for the group aged \( a \) and observed in year \( t \). \( \beta_0 \) and \( \beta_1 \) are parameters, \( t \) is a time trend, \( \alpha_a \) is an unrestricted set of age dummies, one for each year of age, and \( \varepsilon_{at} \) is a residual. The term \( \gamma_{at} \) needs to be further specified in order to give the model content.

One possibility would be a cohort model in which \( \gamma_{at} = \theta_{t\cdot a} \) and thus varies only by year of birth; versions of this model were explored in Deaton and Paxson (2001). Alternatively, we can use \( \gamma_{at} \) as a vehicle for the economic variables. For example, one model that we explore is where \( \gamma_{at} \) is a linear function of (for example) mean family income and mean years of education for people aged \( a \) in year \( t \), and of income inequality within the age group in that year. so that

\[
\gamma_{at} = \gamma_1 \tilde{y}_{at} + \gamma_2 \tilde{s}_{at} + \gamma_3 gini_{at}
\]  
(4)

We shall also estimate such models separately for different age groups, which effectively allows the coefficients in (3) and (4) to be functions of age. Such a specification is very close to the leading statistical model of mortality in the demographic literature, that of Lee and Carter (1992). Their model is for the logarithm of the mortality rate itself, rather than the log odds, but the two measures are close when the probability of death is small, and they write

\[
\ln p_{at} = \tilde{a}_{at} + \tilde{\beta}_a k_{it} + u_{at}
\]  
(5)

where \( \tilde{a}_{at} \) and \( \tilde{\beta}_a \) are unrestricted age coefficients, and \( k_{it} \) is a random walk with (downward) drift so that, with innovation \( \nu_i \)

\[
k_t = k_{t-1} + \tilde{\beta}_1 \nu_i
\]  
(6)

In their estimations, the random walk with drift is very close to a time trend, so that (5) is in practice very close to (3) with age-specific coefficients on the time trend and \( \gamma_{at} \) omitted.
Although models such as (1) and (5) fit the data well, they have a number of deficiencies for our purposes, and indeed more generally. Because all age-specific mortality rates are assumed to share the same trend, either a simple linear trend in (1), or a random trend in (5), these models cannot recognize episodes in which age-specific mortality rates deviate for a substantial period from their long-run trends. In our current data, this is a problem for the younger adult groups whose long term mortality decline has been interrupted in recent years by mortality related to AIDS (see Figures 3 and 5). As a result, we run some risk of spuriously attributing the spread of an infectious disease to any economic events that happen to coincide with it, again see the discussion in Section 2 above. More generally, equations (3) and (4) allow economic variables to play a role only once unrestricted age effects and time trends have been eliminated. But as Lee and Carter’s work makes clear, these variables by themselves give a good account of the data so that, given our concern not to impute too much to economic variables, the specification may allow them too little information to work with. While recognizing the problem, we currently see no way of dealing with it.

Figure 7 shows long-term information on cohort mortality in the UK and US, and highlights some of the difficulties of modeling the time-series properties of mortality. Each graph shows the log odds of mortality for every 20th cohort, starting with those born in 1870 and ending with those born in 1970. The UK and US patterns share many of the same features. The log odds of mortality declines sharply after infancy, and after age 30 increases roughly linearly with age. Although there were mortality declines at all ages for both sexes over this period, the patterns differ across age groups. The declines were particularly rapid for women of child-bearing age in the early part of the 20th century. In addition, mortality declines at older ages are more
pronounced for women than for men. The mortality experience of both countries shows evidence of the influenza pandemic of 1919 (and, for British males, deaths associated with the First World War.) Finally, in both countries there is a marked slowing of mortality decline among young men born in the latter half of the 20th century. In many of the results that follow, we omit the youngest groups of men (aged 25 to 34) so that the slowdown in mortality decline due to HIV/AIDS does not affect the analysis.

3.5 Income, Income Inequality and Mortality

We start by examining the relationship between mortality and the level of income. Table 1 contains the first set of regression results using the specification shown in (3), in which we assume that $\gamma_{at}$ is a linear function of the average of the logarithm of income per adult equivalent. The regressions are estimated separately for men and women, for the full sample of 25-85 year-olds, and for four smaller age ranges. We report only the estimates of the coefficient on income. The first three columns of estimates and $t$-values are for the United States, with and without the time trend and, in the third column, with an interaction of the time trend with age. This last specification is similar to Lee and Carter’s formulation in that it allows the effects of a common trend to vary across ages. The last three columns repeat these equations for Britain.

When time trends are excluded from the regressions, the estimates are closely comparable for the US and Britain. For all age groups combined, the logarithm of income per equivalent is protective against mortality, with a coefficient of –0.56 (men) and –0.53 (women) in the US and –0.64 (men) and –0.77 (women) in the UK. Apart from the 25–39 year old group of males in the US, whose mortality rates have been increasing in recent years (again see Figure 4) and whose
mortality rate is estimated to respond positively to increases in income, the age group estimates are also similar across the two countries. In both cases, income is most strongly protective in middle-age. As we showed in Deaton and Paxson (2001), these protective effects of income are close to those estimated from the individual level data from the National Longitudinal Mortality Study in the US. We also argued, based on the model of reference groups, that this correspondence of the two sets of estimates was to be expected if, as seems likely, reference groups cut across cohorts, rather than being confined within them.

The inclusion of time trends upsets this conformity of results across countries and data sets. (Similar results are obtained when a complete set of year dummies are included instead of a time trend.) In the US, when all ages are pooled, the time trend reduces the estimated effect of log income but does not eliminate it. However, including the time trend does change the sign of the income coefficient for the older age groups. Results in Deaton and Paxson (2001) indicate that when a time trend is included but income is instrumented with a set of cohort dummies and with a measure of schooling, the effect of income is similar to that originally estimated with no trend. It is questionable whether the cohort dummies and years of schooling are valid instruments for income in a mortality regression. Schooling, in particular, may have independent effects on health. However, the fact that the use of these instruments yielded sensible results that lined up with those found in micro data (from the National Longitudinal Study) provided some ex post justification for their use.

The results for the UK with the trend included are quite different from results with no trend and from the US results. In Britain, the inclusion of a time trend essentially eliminates any estimated role for income, a result which will not be reversed in any of the other specifications we
report below. Indeed, in most cases (men of all age groups, and both men and women aged 55 to 69) higher cohort income appears to be associated with higher mortality rates. The addition of the interaction term between the trend and age has some effect on these results—specifically, the positive and significant association between mortality and income for those aged 55 to 69 disappears. However, in no case is income estimated to be significantly protective. Finally, using the British data, the instrumentation strategy described above did not restore the protective effect of income.

Figures 8 and 9 explore why the results are so different in the two countries. The starting point for these graphs are two matching regressions, one of the log odds of mortality on a set of age dummies and a time trend, and another of the logarithm of income per adult equivalent on the same variables. The residuals of these regressions are averaged (by year in Figure 8, and by birth year in Figure 9) and then plotted against one another so that we can see how the behavior of the mortality rates matches the behavior of log income, once allowance has been made for age effects and time trends in both. Both figures show plots for males on the left and for females on the right, with Britain on the top and the US on the bottom. In Figure 8 the residuals are plotted against time, so that the graphs show the average residuals over all cohorts in each year of the log odds of mortality and the logarithm of income. In Figure 9, the plot is against year of birth, so that the averaging is over all years for each cohort.

Figure 8 indicates that the year-averaged mortality and income residuals are not negatively related for either country. Regressions of one on the other yield coefficients for income that are small—sometimes positive and sometimes negative—and not significantly different zero for males and females in both countries. The cohort-averaged residuals in Figure 9 have different patterns.
For the US, there is a negative relationship between the income and mortality residuals. The coefficient on income from a regression is –0.54 ($t=4.6$) for males and –0.45 ($t=6.2$) for females.

For the UK, these coefficients are –0.05 ($t=0.18$) for males and –0.15 ($t=.89$) for females. Note, however, that these results hinge on the experience of cohorts born after 1930. For those born earlier (many of whom were retired by the start of our sample period) there is no apparent relationship between income and mortality in either country.

We do not have an explanation for the differences in results across Britain and the US. It is especially difficult to piece together a story that reconciles these differences and is also consistent with existing evidence from micro-level data for both countries. For example, one possible explanation of the cohort-level results shown here is that the relationships between income and health in the US and Britain are genuinely different from each other. The provision of national health care may break the link between health and income in Britain, so that income is important in the US but not in Britain. Although plausible, this explanation is at odds with micro-level evidence from the Whitehall studies (Marmot, 1994) that show a strong positive relationship between socioeconomic status and health. The Whitehall results typically use occupation or education rather than income as an indicator of socioeconomic status. However, education and occupation are highly correlated with income, and since we do not control for education or occupation in Table 1 we would expect income to capture the general effects of socioeconomic status.

Another possible explanation is that our earlier conclusions about the US were wrong, and that income is not important for health in either country. The results in Table 1 do not provide very strong evidence that income affects mortality in either country, at least when the time trend is
included. In Deaton and Paxson (2001), the US results with a trend were consistent with the micro evidence only after applying a set of instruments of questionable validity. And, the relationships between income and mortality found in the micro data could be due to the effect of health on income, so that individuals in poorer health both earn less and are more likely to die. However, it is difficult to dismiss the micro evidence so easily. For example, Case, Lubotsky and Paxson (2001) find that the income gradient in health begins early in childhood, a period when it is not plausible that health drives income.

It may be more sensible to focus on the relationship between mortality and education rather than income. Education is sometimes a better measure of long-run resources than is current income, and it may be that it is long-run rather than current incomes that matter for health. Education may also affect how well individuals are able to make use of new medical technologies and information or be directly productive of health, Lleras-Muney (2000). Our earlier work from the US indicates that controlling for education eliminates the protective effect of income when using the cohort-aggregated data (although not when using the micro-data from the National Longitudinal Mortality Study.) Evidence from Deaton and Lubotsky (2001) using US city-level data indicate that the association between income and mortality vanishes once controls for education are introduced.

Table 2 shows regressions of the log odds of mortality on both income and mean years of schooling. Age dummies and a time trend are included in each regression. The first column shows US results. As in Deaton and Paxson (2001), schooling has a large, negative, and significant association with mortality. When education is included, income appears to be hazardous for males, possibly reflecting the counter-cyclical pattern in mortality discussed by Ruhm (2000).
Income is either hazardous or insignificant for females. The British results show a very similar pattern. However, the effects of both income and education are much smaller than in the US. For example, a 1-year increase in education is predicted to reduce the odds of mortality for all males by 11.5 percent in the US, and only 2.0 percent in the UK. These results could be due to genuine differences in the provision of health care between Britain and the US. However, they are also consistent with the hypothesis that it is neither education nor income that matters, but some third factor that is less correlated with education in Britain, where the variation in education is much less.

The third column adds a control for the fraction of the individuals in the cohort that reports purchases of tobacco. These regressions can only be run for Britain, not for the US. We include tobacco not only because it is likely to be associated with mortality, but also because its use may be correlated with income and education, and it is useful to see whether its inclusion affects the results. As expected, mortality is usually higher in cohorts where the fraction of smokers is high. One exception is among men from 60 to 85 where smoking has no effect on mortality; perhaps those at risk have already been selected out by this age. However, the treatment of tobacco does not change the behavior of the estimates of income or education. As before, income is estimated to be either insignificantly different from zero or hazardous, and education is generally protective.

In Table 3 we turn to the role of inequality, measured by the gini coefficient for incomes within the cohort. We also look at the fraction of the cohort that is unemployed, following the literature that argues that unemployment raises the risk of death. As is the case for inequality in the US, the estimated effects of inequality on mortality are perverse. Higher income inequality in both countries inequality is associated with lower mortality, though note that the effect is only
significantly different from zero for younger and older men in the US. Adding years of schooling and smoking does not affect this conclusion, nor does adding the unemployment rate. There is no clear pattern in the association between the fraction unemployed and mortality. Unemployment is estimated to be protective of health for all women, and hazardous to health only for the group of older men, most of whom are retired. Unemployment has no effect on mortality for the younger working-aged groups for whom the effects might be expected to be the largest.

Taken together, the results for Britain are not supportive of the idea that either income or income inequality affect mortality. The only consistent patterns we find are that education is (mildly) protective, and that smoking is a health hazard. Part of the reason for these findings may simply be that we are asking too much of the data. Including the time trend may be removing most of the variation in the data in which we are most interested, making it possible to identify the effects of income. However, excluding the trend is not a sensible option, since secular changes in mortality are likely to load onto trends in income or income inequality.

3.6 Pooling data from Britain and the US

All of the results so far analyze the US and Britain separately. In this final subsection, we ask whether anything can be learned by pooling the data and exploiting differences in income and mortality between the US and Britain. Pooling the data may in theory solve the problem of identification in the presence of trends. Under the (strong) assumption that the two countries share the same technologically-driven trends in mortality, it is possible to identify the effects of income by examining how changes in the relative incomes of same-aged individuals in the two countries are related to relative differences in mortality.
Table 4 shows estimates of models of the following form:

\[ \ln o_{cat} = \delta_c + \gamma_y + \lambda_a + \beta \ln(y/ae)_{cat} + \varepsilon_{cat} \]  

where \( \ln o_{cat} \) is the log odds of mortality for those in country \( c \) at age \( a \) and year \( t \), the first three terms on the right-hand-side are country, year and age fixed effects, and \( \ln(y/ae)_{cat} \) is the logarithm of income per adult equivalent. This equation is estimated separately for men and women. The sample is restricted to the years 1975-1995, so that both countries are represented in all years. We report results with all ages pooled, although the results are similar when we break the sample into older and younger age groups.

The first four columns of Table 4 show estimates that are not pooled, and replicate the basic findings discussed above. (Differences from previous results reflect the different sample period, for Britain, and the use of a complete set of year dummies rather than a time trend.) In the first two columns, we estimate the model separately for each country, with no year dummies. As before, income is protective in both countries for both men and women. The American and British results are remarkably similar. The second two columns add year dummies. In line with all of our results so far, this has the effect of reducing but not eliminating the estimated gradient for the US, but reversing the sign of the income to health gradient for Britain.

In the final two columns we present pooled results. With no year effects, we obtain the usual large negative and significant coefficients for income: –0.89 for men and –0.64 for women. Adding year effects does not alter this result: the coefficient on income for males is essentially unchanged, and that for females declines by less than a quarter.

Figure 10 presents the data in way that elucidates these results. We computed the difference in the log odds of mortality between Britain and the US for each age-cohort cell, and also the
differences in the logarithm of income within each age-cohort cell; the currencies were converted to common units using PPP exchange rates from the OECD website at http://www.oecd.org/std/nadata.htm. The top two panels average these differences by year (males are on the left, and females are on the right.) The bottom two average these differences by year of birth. The birth-year averaged figures are especially illuminating. For males and females, the difference between British and American mortality declines steadily over time, so that more-recently-born British cohorts have lower mortality relative to their American counterparts than do cohorts born earlier in the 20th century. Similarly, although British incomes are always below American incomes, the relative difference has declined, so that the most recently-born cohorts of British males have incomes that are similar to their counterparts in the US. The opposite slopes of these two curves account for the large negative relationship between mortality and income in the pooled regressions. The picture is much the same for females, although for this group there is an initial decline in relative British incomes between those born in 1890 and those born around 1910. (This decline also appears for men, but is more muted.) The negative relationship is less apparent in the top year-average figures, in which the income differences are dominated by the sharp British recession in the early 1990s.

Although these results indicate that there is a negative association between income and mortality, at least over the longer run captured by the cross-country comparisons, there are reasons to treat them with some skepticism. First, they are based on the assumption that health technology is identical in the two countries: in the regression results and (implicitly) in the graphs we are assuming that year and age effects are identical across the two countries. In fact they are not. The bottom panel of Table 6 presents F-tests for the equality of the age and year effects in
the pooled model. The hypothesis that the age effects are identical is strongly rejected for both men and women. Consistent with the time-series results discussed in Section 2, the unrestricted age effects indicate that mortality increases faster with age in Britain than in the US for both men and women (although somewhat more so for men). It is also invalid to restrict the year effects to be the same across the two countries—which is not surprising, given our results in Figures 2 and 3 that suggest that British technology lags that of the US. The unrestricted year effects show mortality declines over the period that are somewhat larger in Britain than the US.

4. Conclusions

In both Britain and America, for men and for women, and for most age groups, there has been a very substantial decline in mortality rates since 1950. Our examination of these rates, by sex and age group, and in relation to the evolution of incomes and income inequality, does not suggest any simple relationship between income growth and the decline in mortality, nor between income inequality and mortality rates. In the United States, the period of slowest income growth saw substantial accelerations in the rate mortality decline, particularly among middle-aged and older men and women. In both the US and Britain, the increase in income inequality took place at the same time as a deceleration in mortality decline at the younger ages, including infant mortality. But there are previously slow rates of decline when nothing was happening to income inequality, and the later rise in income inequality was associated with the acceleration in mortality decline among middle-aged and older adults in both countries. A more plausible account of the data is that, over time, declines in mortality are driven by technological advances, or by the emergence of new infectious diseases, such as AIDS. These advances and retreats are associated with specific
conditions and specific treatments, and so affect men and women differently and different age
groups differently. They also happen first in the United States, with the British experience
following with a lag of several years. Clearly this hypothesis needs a great deal more investigation,
for example, by looking at more countries and at specific causes of death.

If changes in mortality over time are driven by technology, and not by income, there must be
some doubt as to whether our previous analysis in Deaton and Paxson (2001) came to the correct
conclusions about the role of cohort incomes in the decline of cohort mortality. Certainly, our
results cannot be replicated on the British data. Simple regressions of the log odds of mortality on
log income per equivalent and on age dummies give similar results in both countries, with income
estimated to be strongly protective, but the addition of time trends destroys the result in the
Britain, and weakens it in the US. Education reduces mortality among British cohorts, and
smoking increases it. But neither these sensible results, not the inclusion of other variables, repairs
our inability to produce coherent and stable effects of income on mortality at the cohort level. We
suspect—but have been unable to demonstrate decisively—that the cohort analysis is flawed by
the necessity to make the almost certainly invalid assumption that age effects in mortality are
constant through time. This is contradicted, for example, by the spread of AIDS which has almost
certainly raised the early life relative to later life mortality rates among recently born men and
women compared with their seniors. If this is a serious problem, the cohort method may not be
useful in this context, or at least require substantial modification in order to give sound results.

More substantively, we suspect that our time-series results in Section 2 are more reliable, and
that such comparative international work is a productive direction for future research. Even so,
there remains a major puzzle about the role of income. Income growth seems to play little role in
the decline of mortality at the national level. At the cohort level, the same is possibly true, as argued above. Yet in the individual level data, from the National Longitudinal Mortality Study, as from many other data sets, income is protective against mortality, even when education and other socioeconomic variables are controlled for. Why there should be such a contrast between the individual and national effects of income is a topic that requires a good deal of further thought and analysis.
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Source: Data from the UK and US statistical offices.
Figure 2: Infant mortality in the UK and US
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Figure 6: Mortality Among the Elderly, UK and US
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Figure 7: Log Odds of Mortality by Cohort, UK and US
Figure 8: Year-Averaged Residuals of Log Odds Mortality, UK and US

Note: graphed lines are of residuals, averaged over years, of a regression of the variable on a set of age dummies and a time trend.
Figure 9: Cohort-Averaged Residuals of Log Odds Mortality, UK and US

Note: graphed lines are of residuals, averaged over birth years, of a regression of the variable on a set of age dummies and a time trend.
Figure 10: UK-US Differences in Mortality and Income
Table 1: Log odds of dying as a function of income, by age group. Coefficients on mean ln(income/adult equivalent), t-statistics in parentheses.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>no time trend</td>
<td>time trend</td>
</tr>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages</td>
<td>-0.559</td>
<td>-0.281</td>
</tr>
<tr>
<td></td>
<td>(24.14)</td>
<td>(8.81)</td>
</tr>
<tr>
<td>ages 25–39</td>
<td>0.452</td>
<td>0.168</td>
</tr>
<tr>
<td></td>
<td>(5.05)</td>
<td>(1.79)</td>
</tr>
<tr>
<td>ages 40–54</td>
<td>-0.770</td>
<td>-0.261</td>
</tr>
<tr>
<td></td>
<td>(17.80)</td>
<td>(3.85)</td>
</tr>
<tr>
<td>ages 55–69</td>
<td>-0.941</td>
<td>0.107</td>
</tr>
<tr>
<td></td>
<td>(19.37)</td>
<td>(5.92)</td>
</tr>
<tr>
<td>ages 70–85</td>
<td>-0.430</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>(19.02)</td>
<td>(1.67)</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages</td>
<td>-0.528</td>
<td>-0.125</td>
</tr>
<tr>
<td></td>
<td>(27.44)</td>
<td>(5.35)</td>
</tr>
<tr>
<td>ages 25–39</td>
<td>-0.362</td>
<td>-0.174</td>
</tr>
<tr>
<td></td>
<td>(6.08)</td>
<td>(2.65)</td>
</tr>
<tr>
<td>ages 40–54</td>
<td>-0.850</td>
<td>-0.022</td>
</tr>
<tr>
<td></td>
<td>(23.50)</td>
<td>(0.50)</td>
</tr>
<tr>
<td>ages 55–69</td>
<td>-0.322</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td>(10.79)</td>
<td>(9.26)</td>
</tr>
<tr>
<td>ages 70–85</td>
<td>-0.370</td>
<td>0.059</td>
</tr>
<tr>
<td></td>
<td>(14.61)</td>
<td>(2.84)</td>
</tr>
</tbody>
</table>

Notes: Each regression includes the mean of the logarithm of household income per adult equivalent (mean ln(yae)) and a set of age dummies. The regressions are estimated for the full sample and for four different age groups. Each cell in the table reports a coefficient on the mean of log of income per adult equivalent from a single regression.
Table 2: Log odds of dying as a function of income, education, and smoking. Trend included. t-statistics in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>US</th>
<th>UK</th>
<th>UK</th>
<th>US</th>
<th>UK</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all males</td>
<td></td>
<td></td>
<td>all females</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean ln(y/ae)</td>
<td>0.093</td>
<td>0.057</td>
<td>0.071</td>
<td>-0.012</td>
<td>0.013</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>(2.91)</td>
<td>(2.36)</td>
<td>(2.97)</td>
<td>(0.47)</td>
<td>(0.67)</td>
<td>(0.98)</td>
</tr>
<tr>
<td>means years of schooling</td>
<td>-0.115</td>
<td>-0.020</td>
<td>-0.018</td>
<td>-0.065</td>
<td>-0.022</td>
<td>-0.017</td>
</tr>
<tr>
<td></td>
<td>(22.0)</td>
<td>(3.07)</td>
<td>(2.74)</td>
<td>(10.6)</td>
<td>(4.08)</td>
<td>(3.05)</td>
</tr>
<tr>
<td>fraction smoke</td>
<td>0.203</td>
<td></td>
<td></td>
<td>0.154</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5.55)</td>
<td></td>
<td></td>
<td>(4.92)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>males aged 35-59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean ln(y/ae)</td>
<td>0.201</td>
<td>0.070</td>
<td>0.079</td>
<td>0.001</td>
<td>-0.022</td>
<td>-0.015</td>
</tr>
<tr>
<td></td>
<td>(3.49)</td>
<td>(1.83)</td>
<td>(2.03)</td>
<td>(0.02)</td>
<td>(0.71)</td>
<td>(0.49)</td>
</tr>
<tr>
<td>means years of schooling</td>
<td>-0.260</td>
<td>-0.029</td>
<td>-0.027</td>
<td>-0.191</td>
<td>0.008</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>(21.0)</td>
<td>(2.54)</td>
<td>(2.35)</td>
<td>(13.92)</td>
<td>(0.86)</td>
<td>(1.26)</td>
</tr>
<tr>
<td>fraction smoke</td>
<td>0.135</td>
<td></td>
<td></td>
<td>0.146</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.06)</td>
<td></td>
<td></td>
<td>(2.86)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>females aged 35-59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean ln(y/ae)</td>
<td></td>
<td>0.035</td>
<td>0.034</td>
<td>0.121</td>
<td>0.043</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.46)</td>
<td>(2.37)</td>
<td>(7.19)</td>
<td>(2.28)</td>
<td>(2.81)</td>
</tr>
<tr>
<td>mean years of schooling</td>
<td>0.002</td>
<td>-0.018</td>
<td>-0.018</td>
<td>-0.022</td>
<td>-0.031</td>
<td>-0.030</td>
</tr>
<tr>
<td></td>
<td>(4.51)</td>
<td>(4.55)</td>
<td>(4.84)</td>
<td>(5.98)</td>
<td>(5.95)</td>
<td>(5.95)</td>
</tr>
<tr>
<td>fraction smoke</td>
<td>-0.013</td>
<td></td>
<td></td>
<td>0.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.65)</td>
<td></td>
<td></td>
<td>(4.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>males aged 60-85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean ln(y/ae)</td>
<td>0.095</td>
<td>0.035</td>
<td>0.034</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5.00)</td>
<td>(2.46)</td>
<td>(2.37)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean years of schooling</td>
<td>0.002</td>
<td>-0.018</td>
<td>-0.018</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4.51)</td>
<td>(4.55)</td>
<td>(4.84)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fraction smoke</td>
<td>-0.013</td>
<td></td>
<td></td>
<td>0.128</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.65)</td>
<td></td>
<td></td>
<td>(4.68)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>females aged 60-85</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean ln(y/ae)</td>
<td></td>
<td></td>
<td></td>
<td>0.121</td>
<td>0.043</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(7.19)</td>
<td>(2.28)</td>
<td>(2.81)</td>
</tr>
<tr>
<td>mean years of schooling</td>
<td></td>
<td></td>
<td></td>
<td>-0.022</td>
<td>-0.031</td>
<td>-0.030</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(4.84)</td>
<td>(5.98)</td>
<td>(5.95)</td>
</tr>
<tr>
<td>fraction smoke</td>
<td></td>
<td>0.128</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(4.68)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Each regression includes a set of age dummies and a time trend. The regressions are estimated for the full sample, and for subsets of cohorts in different age groups. The data for the US are for 1975-1995, and for the UK are for 1978-1998.
Table 3: Log odds of dying as a function of income, education, and smoking. Trend included. t-statistics in parentheses.

<table>
<thead>
<tr>
<th></th>
<th>US</th>
<th>UK</th>
<th>UK</th>
<th>UK</th>
<th>US</th>
<th>UK</th>
<th>UK</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>all males</td>
<td></td>
<td></td>
<td></td>
<td>all females</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean ln(y/ae)</td>
<td>-0.279</td>
<td>0.040</td>
<td>0.069</td>
<td>0.086</td>
<td>-0.125</td>
<td>0.004</td>
<td>0.025</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>(8.74)</td>
<td>(1.65)</td>
<td>(2.81)</td>
<td>(2.99)</td>
<td>(5.39)</td>
<td>(0.21)</td>
<td>(1.23)</td>
<td>(0.69)</td>
</tr>
<tr>
<td>gini ln(y/ae)</td>
<td>-0.159</td>
<td>-0.020</td>
<td>0.028</td>
<td>0.026</td>
<td>-0.116</td>
<td>-0.078</td>
<td>-0.053</td>
<td>-0.017</td>
</tr>
<tr>
<td></td>
<td>(1.64)</td>
<td>(0.40)</td>
<td>(0.57)</td>
<td>(0.45)</td>
<td>(1.54)</td>
<td>(2.08)</td>
<td>(1.40)</td>
<td>(0.36)</td>
</tr>
<tr>
<td>mean years of schooling</td>
<td>-0.019</td>
<td>-0.020</td>
<td></td>
<td></td>
<td>-0.015</td>
<td>-0.021</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.80)</td>
<td>(2.67)</td>
<td></td>
<td></td>
<td>(2.72)</td>
<td>(3.22)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fraction smoke</td>
<td>0.204</td>
<td>0.250</td>
<td></td>
<td></td>
<td>0.154</td>
<td>0.147</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5.57)</td>
<td>(5.92)</td>
<td></td>
<td></td>
<td>(4.94)</td>
<td>(4.11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fraction unemployed</td>
<td>0.047</td>
<td></td>
<td></td>
<td></td>
<td>-0.086</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.75)</td>
<td></td>
<td></td>
<td></td>
<td>(2.11)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>males aged 35-59</td>
<td>males aged 60-85</td>
<td>females aged 35-59</td>
<td>females aged 60-85</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean ln(y/ae)</td>
<td>-0.435</td>
<td>0.051</td>
<td>0.078</td>
<td>0.069</td>
<td>-0.255</td>
<td>-0.016</td>
<td>-0.015</td>
<td>-0.022</td>
</tr>
<tr>
<td></td>
<td>(6.49)</td>
<td>(1.33)</td>
<td>(2.02)</td>
<td>(1.63)</td>
<td>(5.93)</td>
<td>(0.54)</td>
<td>(0.48)</td>
<td>(0.71)</td>
</tr>
<tr>
<td>gini(y/ae)</td>
<td>-1.367</td>
<td>-0.022</td>
<td>0.011</td>
<td>0.026</td>
<td>-0.234</td>
<td>0.001</td>
<td>-0.007</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>(5.92)</td>
<td>(0.24)</td>
<td>(0.13)</td>
<td>(0.28)</td>
<td>(1.46)</td>
<td>(0.02)</td>
<td>(0.11)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>mean years of schooling</td>
<td>-0.027</td>
<td>-0.028</td>
<td></td>
<td></td>
<td>0.012</td>
<td></td>
<td>0.012</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.34)</td>
<td>(2.39)</td>
<td></td>
<td></td>
<td>(1.26)</td>
<td>(1.16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fraction smoke</td>
<td>0.135</td>
<td>0.136</td>
<td></td>
<td></td>
<td>0.146</td>
<td>0.148</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2.06)</td>
<td>(2.07)</td>
<td></td>
<td></td>
<td>(2.85)</td>
<td>(2.90)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>fraction unemployed</td>
<td>-0.057</td>
<td></td>
<td></td>
<td></td>
<td>-0.101</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.55)</td>
<td></td>
<td></td>
<td></td>
<td>(1.16)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: Each regression includes a set of age dummies and a time trend. The regressions are estimated for the full sample, and for subsets of cohorts in different age groups. The data for the US are for 1975-1995, and for the UK are for 1978-1998.
Table 4: Pooled US and UK regressions, log odds of mortality, 1975-1995. Each cell shows a coefficient for ln(y/ae) from a single regression (t-statistics in parentheses.)

<table>
<thead>
<tr>
<th></th>
<th>US</th>
<th>UK</th>
<th>US</th>
<th>UK</th>
<th>pooled US&amp;UK</th>
<th>pooled US&amp;UK</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Males</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln(y/ae)</td>
<td>-0.559</td>
<td>-0.462</td>
<td>-0.375</td>
<td>0.099</td>
<td>-0.874</td>
<td>-0.885</td>
</tr>
<tr>
<td></td>
<td>(24.2)</td>
<td>(16.7)</td>
<td>(11.0)</td>
<td>(3.9)</td>
<td>(27.0)</td>
<td>(20.5)</td>
</tr>
<tr>
<td>age dummies?</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>year dummies?</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>UK dummy?</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td><strong>Females</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln(y/ae)</td>
<td>-0.528</td>
<td>-0.602</td>
<td>-0.186</td>
<td>0.028</td>
<td>-0.813</td>
<td>-0.636</td>
</tr>
<tr>
<td></td>
<td>(27.4)</td>
<td>(20.0)</td>
<td>(7.7)</td>
<td>(1.2)</td>
<td>(32.7)</td>
<td>(20.6)</td>
</tr>
<tr>
<td>age dummies?</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>year dummies?</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>UK dummy?</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

F-tests on restrictions of equality of coefficients across countries in pooled regression:

- Men: Age effects for UK=Age effects for US — F(60,2379) = 161.84
- Men: Year effects for UK=Year effects for US — F(20,2379) = 22.51
- Women: Age effects for UK=Age effects for US — F(60,2397) = 138.33
- Women: Year effects for UK=Year effects for US — F(20,2397) = 33.23